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Abstract:  

In this deliverable, we explain the general specification and design of the IMOCO4.E reference 
framework. The IMOCO4.E reference framework is explained at an abstract level. The 
IMOCO4.E reference framework is extensible, open and modular. The refinements and 
instantiations of this reference framework for the various industrial cases – Pilots, Demonstrators 
and Use-cases – are also elaborated. This deliverable also provides a functional breakdown of the 
IMOCO4.E architecture, from embedded control hardware at the edge to cloud-based services. 
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Executive Summary 
This deliverable describes the general specification and design of the IMOCO4.E reference framework. In 
addition, refinements and instantiations of the reference framework from the IMOCO4.E industrial 
applications – Pilots, Demonstrators and Use-cases – are also provided. The IMOCO4.E reference 
framework brings together the architecture, data management, AI and digital twin viewpoints from the 
industrial users of the IMOCO4.E consortium. The IMOCO4.E reference framework envisions a generic 
architecture platform for designing, developing, and implementing novice and complex motion-controlled 
industrial systems. The proposed IMOCO4.E reference framework is defined over several discussions after 
gathering the industrial applications’ brownfield and greenfield reference architectures. 

The proposed IMOCO4.E reference framework and refinements go beyond the current state-of-the-art and 
meet the scientific and technological (ST) development objectives, system integration and interoperability 
(SI) objectives, system operational (SO) objectives, and system exploitation (SE) objectives of the 
IMOCO4.E project. In addition, the IMOCO4.E reference framework in this deliverable will act as a 
reference for further technological development and innovation in the IMOCO4.E project. 

 

Keywords 
Intelligent Motion Control, Reference Framework, Reference Architecture, Artificial Intelligence, Digital 
Twin, Data Management 
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1. Introduction 
Deliverable D2.4 is the final deliverable of Work Package 2 (WP2). WP2 focuses on the business 
requirements and the reference system architecture. Deliverable D2.4 provides the general specification 
and design of the IMOCO4.E reference framework, and requires inputs from the previous deliverables of 
WP2, as detailed below. Previous deliverables in this WP are: 

• D2.1 State-of-the-art methods in Digital Twinning for motion-driven high-tech applications [1]  
• D2.2 Needs for future smart production in Europe from the mechatronics and robotic point of 

view [2] 
• D2.3 Overall requirements on IMOCO4.E reference framework [3].  

First, the WP2 establishes the current state-of-the-art of IMOCO4.E relevant technologies and identifies 
the shortcomings of existing solutions in meeting European manufacturing and production challenges in 
the future. Second, WP2 assesses the demands on future smart manufacturing in Europe from the 
mechatronics and robotic point of view and identifies the latest promising emerging trends in smart motion 
control and smart manufacturing. Third, WP2 links the IMOCO4.E challenges with the technological and 
business requirements defined by the industrial end-users. Finally, WP2 describes the IMOCO4.E reference 
architecture at the system level to drive the development actions of WP3, WP4 and WP5 and guarantee 
successful modular system integration and operation. 

1.1 Purpose of the document 
Deliverable D2.4 presents the general specification and design of the overall IMOCO4.E reference 
framework at an abstract level and some initial refinements of the overall framework targeting industrial 
pilots, demonstrators and use cases. This will be the basic but extensible, open and modular framework to 
be realised, demonstrated and validated in the IMOCO4.E project [4]. This deliverable considers the ST, 
SI, SO and SE objectives of the IMOCO4.E project.  

This document does not include the building block (BB) level refinement of the IMOCO4.E reference 
framework. Detailed specification, design and refinement of the reference framework at the BB level 
can be more extensive, and these are left to the respective deliverables in WP3, WP4 and WP5. In 
addition, this document does not include the specifications and design of the IMOCO4.E 
methodology, toolchain and their integration within the reference framework, as these are left to the 
respective deliverables in WP6. Finally, the refinements of the IMOCO4.E reference framework for 
the industrial applications – Pilots, Demonstrators and Use-cases – are provided at an abstract level 
in this document. The detailed description and specifications of the respective applications will be 
part of the respective deliverables in WP7 for Pilots and Demonstrators and WP6 for the Use-cases. 
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1.2 Structure of the document 
Chapter 1 contains sections that help the reader understand the context of this deliverable with respect to 
the overall project. Chapter 2 explains the steps taken in the design of the IMOCO4.E reference framework. 
A strategy on how the requirements for the reference framework can be verified, traced and fulfilled is also 
provided. Chapter 3 proposes the IMOCO4.E reference framework and its overall specifications. The 
reference framework’s different viewpoints in relation to this project’s BBs are also presented. In addition, 
suggestions to use model versioning for model management are proposed. Using model versioning implies 
that we could use the existing data management framework/viewpoint for model management. Chapter 4 
provides the refinements and instantiations of the IMOCO4.E reference framework for the various 
industrial applications in the IMOCO4.E project. Finally, Chapter 5 concludes the deliverable. 

1.3 Intended readership 
Deliverable D2.4 is disseminated as a public document. This means that the general specifications and 
design of the IMOCO4.E reference framework specified in this deliverable are available to everyone.  
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2. Design of the IMOCO4.E reference framework 
 
An initial version of the IMOCO4.E reference framework was already introduced in D2.3 [3]. The initial 
version of the reference framework paved the way for defining IMOCO4.E concepts and formed the basis 
for the deliverables D3.1 [5], D4.1 [6], D5.1 [7] and D6.1 [8]. The deliverables D3.1, D4.1 and D5.1 detailed 
the first version of the requirements and specifications based on D2.3 [3], and D6.1 provided the guidelines 
for the IMOCO4.E methodology and toolchain with a focus on digital twins (DTs) and artificial intelligence 
(AI). The steps leading to the design of the reference framework are the following:  
 

1. Identifying shortcomings from the state-of-the-art reference architectures. Understanding the 
current state-of-the-art and identifying the gaps were essential for defining the IMOCO4.E 
reference framework. The state-of-the-art methods for motion-driven high-tech applications and 
shortcomings were reported in deliverable D2.1.  
 

2. Identifying the needs for future smart production from the mechatronics and robotic point of view. 
The IMOCO4.E reference framework should address these needs through relevant requirements. 
The needs summary gathered per BBs was used to define the requirements for (some of) the 
relevant topics. The needs were reported in deliverable D2.2.  

 
3. Gathering and characterising the brownfield architectures of the pilots, demonstrators and use cases 

from the industrial partners in the IMOCO4.E consortium. The brownfield architecture (in the 
context of the IMOCO4.E project) characterises the existing legacy systems (software, hardware, 
or platform) that would be part of the corresponding pilots, demonstrators or use cases during the 
IMOCO4.E framework development and integration. The constraints and interfacing options with 
the brownfield architecture in the generic IMOCO4.E reference framework definition were 
reported in deliverable D2.3.  

 
4. The first iteration of the detailed requirements and specification of the different layers in the 

IMOCO4.E project were reported in the deliverables D3.1, D4.1 and D5.1. The requirements and 
specifications were also detailed on a building block (BB) level. These requirements and 
specifications must be adhered to while designing the final IMOCO4.E reference framework. 

 
5. The guideline of the IMOCO4.E methodology and toolchains were reported in deliverable D6.1. 

The guideline must be adhered to in the design of the IMOCO4.E reference framework. 
 

6. Gathering and characterising the greenfield reference architectures of the pilots, demonstrators and 
use cases from the industrial partners in the IMOCO4.E consortium. The greenfield architecture (in 
the context of the IMOCO4.E project) characterises the envisioned systems (software, hardware, 
or platform) on top of the existing legacy systems that would be part of the corresponding pilots, 
demonstrators or use cases during the IMOCO4.E framework development and integration. 

 
We define the IMOCO4.E reference framework based on the above considerations. Some example 
refinements of this reference framework from the industrial partners are also provided in this deliverable. 
Steps 1-5 have been reported in previous (public) deliverables. The greenfield reference architectures were 
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gathered after Step 5 so that the industrial partners could assimilate the information from the previous 
deliverables and refine their architectures based on their current interests and roadmap. 
  
2.1  Gathering the greenfield architectures from industrial users 
The design of the IMOCO4.E reference framework required gathering the greenfield reference architectures 
from Pilots, Demonstrators, and Use case owners of the IMOCO4.E consortium. An example of refinement 
of the reference architecture and the way-of-working for refining the architectures was provided by ITEC 
B.V. as the WP2 leader. From the WP2, a request was sent to the industrial partners to gather the envisioned 
(greenfield) architecture that the Pilots, Demonstrators and Use-case owners will demonstrate in the 
IMOCO4.E project. 

The suggested way-of-working for the Pilots, Demonstrators and Use-case owners to gather the greenfield 
architecture (illustrated in Figure 1) was as follows: 

 
Figure 1 Flow diagram for the suggested way-of-working for the industrial users 

1. Start with the envisioned (greenfield) architecture(s) that will be demonstrated in the IMOCO4.E 
project. You can modify the brownfield reference architecture you have already provided. If your 
envisioned architecture is the same as the brownfield, please provide that as the first diagram. 
Please provide two versions of this diagram – one public (for dissemination in D2.4) and one 
confidential (for dissemination in WP7 or WP6 deliverables). 
 

2. Go through D6.1 for the definitions of digital twins, the IMOCO4.E methodology and the focus on 
engineering phases. 
 

3. For the final diagram(s), you could use a step-by-step approach: 

Start with brownfield reference 
architecture

Extend it with the IMOCO4.E
methodology and the initial 

version of reference framework

What is the envisioned 
greenfield architecture?

Elaborate on the AI and DT 
solutions integration

Add envisioned BB solution(s) to
this diagram one-by-one

Integrate the differences based
on engineering phases for the 
viewpoints, if any, in multiple

diagrams
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a. Start by adding the BBs/solutions that you focus on to the diagram 
b. Integrate these with your greenfield solution (focusing on AI and DT)  
c. Do your architecture/viewpoints look different in each engineering phase? Then, please 

provide multiple diagrams to distinguish the engineering phases (e.g. design phase, 
operations phase, etc. or based on the definitions in D6.1). If possible, could you briefly 
explain the pattern of the architecture?  
 

The greenfield reference architectures were gathered, and the public diagrams were used in this deliverable 
to showcase the refinements from the IMOCO4.E reference framework. The IMOCO4.E reference 
framework brings together the architecture, AI and digital twin viewpoints from the industrial users of the 
IMOCO4.E consortium. 

2.2  Requirements verification, traceability and fulfilment 
The requirements for the IMOCO4.E reference framework were reported in D2.3. This section discusses 
how the requirements relevant to the IMOCO4.E reference framework will be verified, traced and fulfilled. 
The IADT requirement verification method [9] is used for verifying the requirements. The IADT method 
classifies the verification method as follows:  

• I: inspection (observation using basic senses)  
• D: demonstration (use the system as it is intended)  
• T: test (more precise and controlled demonstration using scientific principles and procedures)  
• A: analysis (validation of the system by scientific methods)  
 

The requirements are traceable through the requirement coding scheme (defined in D2.3), where each 
requirement is assigned a unique requirement ID. The requirements are also prioritised using the MoSCoW 
method [10]. The fulfilment of the requirements will be detailed by the corresponding tasks/deliverables 
assigned to the requirement in D2.3.  
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3. The IMOCO4.E reference framework and specifications 
3.1  Overview 
This deliverable presents the basic IMOCO4.E reference framework at an abstract level. The IMOCO4.E 
reference framework is extensible, open, modular, flexible, scalable, future-proof and fully functional. A 
flexible framework is configurable from the lowest layer (Layer 1) to the human interfaces and supervisory 
layer (Layer 4). IMOCO4.E will also bring an MBSE (Model-Based System Engineering) approach to all 
the architecture layers. Furthermore, these layers will demonstrate how AI supports the optimisation of 
processes using digital twin instances. 

3.2  Architecture viewpoint   
The architecture viewpoint of the IMOCO4.E reference framework is illustrated in Figure 2. This is a 
generic version based on the inputs from the industrial partners. Interpretations of this framework will be 
detailed in the refinements of the IMOCO4.E reference framework in Section 4. 

 

Figure 2 Architecture viewpoint of the IMOCO4.E reference framework 

3.2.1 Functional breakdown of the framework and its overall specifications 
The components of the IMOCO4.E reference framework and its overall specifications (at an abstract level) 
are detailed below (adapted from D2.3 [3]). The detailed specifications will be part of future deliverables 
(e.g. D3.2, D4.2, D5.2). 

• Sensors are the input devices which provide an output with respect to a specific physical 
quantity. It is a hardware component for detecting or measuring physical properties or 
parameters by converting signals from one energy domain to the electrical domain. E.g., 
temperature sensor, proximity sensor, pressure sensor, position sensor, touch sensor, etc.  
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• Actuators are components that tie a control system to its environment. The actuator is a machine 
component responsible for moving and controlling a mechanism or system, for example, 
opening a valve.  

• Smart I/O refers to smart sensors and smart actuators. Smart sensors may include some local 
(or edge) processing. Smart actuators may include some local intelligence (and processing). 

• Platforms: A platform refers to the combination of software (tasks, messages, mapping, 
scheduling) and hardware (computation, communication, memory). The software performance 
relies heavily on the predictability and reliability of the deployed hardware. The software can 
overcome errors to a certain degree when a few hardware functions fail. Still, the overall 
performance will degrade when input signals, i.e., data, are corrupted in hardware before these 
are in the ‘digital’ domain. Therefore, it is essential that the hardware used within the 
IMOCO4.E project provides reliable signals and data. The platform components considered in 
the IMOCO4.E reference architecture are the following. 

o Edge platforms (Layer 1): When data needs to be processed at the edge, the IMOCO4.E 
framework will rely on edge platforms. E.g. for high-speed vision processing, an edge 
platform is essential since sending image streams over the fieldbus is not ideal due to 
limited fieldbus bandwidth. 

o Motion control platforms (Layer 2) are mainly required for accurate and predictable 
feedback control at a high sampling rate (in the kHz range). Such control can be 
centralised or decentralised. The state of the components controlled by the platforms 
can also be monitored, and necessary predictive maintenance actions can be taken.  

o A central platform (Layer 3), e.g. a PC, is required for coordinating the machine 
operation. Process control, feedforward control, parameter setting/tuning, machine 
status monitoring, predictive maintenance and diagnostics are some of the 
tasks/applications that run on the central platform 

o AI platform (Layer 4) refers to the AI analytics and training infrastructure. The AI 
platform consists of AI analytics instances and AI analytics aggregation (explained in 
Section 3.4).  

o The digital twin (DT) platform (Layer 4) refers to the software and hardware necessary 
for the digital twin instances (DTI) and digital twin aggregations (DTA) modelling, 
operation, monitoring, maintenance, and update. DTI and DTA are explained in 
Section 3.5. 

• Server (IT) infrastructure is the backbone of a factory or production line for interactions with 
human users and factory operations, e.g. integrating the machine operation with SAP, ERP, 
MES or SCADA solutions. 

• Data storage for the IMOCO4.E reference framework refers to the data necessary for the AI 
and digital twin platforms. Instance data refers to the data for a machine instance, and the 
aggregation data refers to the data for DTA and AI analytics aggregation. The data management 
infrastructure for data storage is explained in Section 3.3. 

• Interfaces are the most necessary components in the IMOCO4.E reference framework. 
Interfaces can be fieldbuses, real-time communication protocols, wireless communication 
protocols, internet communication and so on. As shown in Figure 2, interfaces can be present 
between any two architecture layers on the same machine or between architecture layers on 
two different machines through Layer 4. The interface between Layer 1 and Layer 2 is typically 
a real-time communication interface (e.g. EtherCAT or TSN).  
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3.3  Data management viewpoint 
The data management viewpoint of the IMOCO4.E reference framework is outlined in Figure 3. The 
IMOCO4.E reference framework’s data management will be realised through BB9, focusing on ‘Cyber-
security tools and trustworthy data management’. The IMOCO4.E reference framework supports the real-
time data exchange of text-based information between multiple endpoints in parallel through a robust and 
distributed pub/sub messaging system based on Kafka brokers [10]. In addition, the framework aims to 
support a central aggregation and persistent storage of data based on ElasticSearch [12]. 

 

Figure 3 Data management viewpoint for the IMOCO4.E reference framework (from D5.1 [7]).  

The functional components in the data management viewpoint are detailed below. 

• DMS Message broker translates a message from the sender’s formal messaging protocol to the 
receiver’s formal messaging protocol. A message broker is an architectural pattern for message 
validation, transformation and routing. The BB9 solution will have Kafka message brokers. 

• Data ingestion is the process of moving (and/or replicating) data from one point (e.g. data sources 
or main database) to another point (e.g. data lake or persistent storage) for some purpose. 
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• Persistent storage or nonvolatile storage is any data storage device that retains data after the power 
to the device is turned off. The envisioned BB9 solution will have persistent storage of data based 
on the ElasticSearch stack.  

• Cyber-security in the context of the IMOCO4.E framework refers to cyber-secure data 
transmissions by implementing threat detection and vulnerability assessment. 

• UI for system administration, monitoring and configuration purposes.  

The detailed specifications of the data management aspect will be part of the future deliverable D5.2. The 
BB9 solution will be part of the future deliverable D5.3. The envisioned BB9 solution can serve the data 
exchange needs of any IMOCO4.E component that can act as a client to the BB9 message broker and can 
transmit and receive data over the network. Kafka client implementations are available for most 
programming languages, including C/C++, Python, Go, Java, .NET, Clojure, Ruby, Node.js, Proxy (HTTP 
REST, etc.) and Perl. Furthermore, IMOCO4.E components can access the BB9 persistent data storage 
repository for retrieving historical data by performing ElasticSearch API queries. ElasticSearch clients are 
available for most programming languages, including Java, JavaScript, Ruby, Go, .NET, PHP, Perl, and 
Python. This also means that integrating the BB9 solution in brownfield architectures may require 
additional software and hardware modifications and will be done based on the industrial case requirements. 

3.3.1 Versioning – source code, data and model management over the life cycle 
Version control [13] has become a necessity in the software development lifecycle. Version control tools, 
such as git [14] and svn [15], are used to manage and track source codes. However, the typical version 
control system fails to track changes made to data, including metrics, parameters and hyperparameters (for 
data used in AI/ML applications) and is limited in the amount of data they are able to host due to storage 
limits. Data version control (DVC) [16] proposes a git for data and models. DVC can be used to manage 
big data and (image) data sets.  

With the emergence of MBSE, models gained significant importance in the engineering phases and the 
product life cycle. In MBSE, models are the single source of information, and executable software can be 
directly generated from the models. There can be different types of models – ML models, 3D CAD models, 
mathematical and simulation models. Model management for each of these types of models can be different 
with their own toolchains.   

Model versioning [17][18] is the application of version control principles for model management and is 
necessary to enable efficient team-based collaborative development of the models. The simplest model 
versioning can be done by DVC using git [16]. Applying model versioning when building applications is 
important because it allows: 

• Referencing previous versions of the model 
• Reverting changes quickly, making building models less risky 
• Easily reproducing and sharing models among the developers. 
• Indirect versioning of the executable software generated from the models. 

The IMOCO4.E reference framework proposes state-of-the-art versioning control systems for source code, 
data and model management. Integration of the versioning control systems is specific to industrial 
applications. The detailed methodology for the data and model management will be elaborated in the future 
IMOCO4.E deliverables (e.g. D6.2, D6.7 and D6.9). 
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3.4  AI viewpoint 
The AI viewpoint is adapted from D2.3. In the IMOCO4.E project, “the focus is on the following distinct 
aspects of AI for motion control: environmental awareness, motion planning, deployment, image pre-
processing, signal analysis for drive diagnostics, long-term predictive maintenance of the machine” (from 
the DoA [4]). The AI viewpoint provides the data flow, interfaces and BB interactions required to achieve 
the project goal.  

 

Figure 4. AI viewpoint with BB interactions 

The AI viewpoint with BB interactions of the IMOCO4.E reference framework is illustrated in Figure 4. 
The general principle is that data is collected from Layer 1 (sensors, edge platforms and actuators) and used 
by the AI framework for modelling, training, optimisation, analytics and/or services. Additionally, data can 
be collected from Layer 2 (e.g. from BB5 internal signals). Furthermore, it is convenient to have 
configuration data (e.g. from Layer 3) available in the data collection, such that the dataset is complete and 
consistent at all times. The data flows from layers Layer 1, Layer 2 and Layer 3 to the AI framework and 
back to the corresponding BBs are illustrated in Figure 4. BB8 deals with AI-based components and forms 
the core BB for integrating the AI framework in the IMOCO4.E methodology. BB8 will specify in detail 
the AI infrastructure, tools and deployment methods in future deliverables. The data necessary for the AI 
framework is collected, secured and stored based on the methodology developed as part of BB9 
(cybersecurity and trustworthy data management). Some definitions are as follows: 

• The AI instance refers to the AI framework for a machine instance (or some machine components). 
• The AI aggregation refers to the aggregation of all AI instances.  

The functionality of an AI instance and AI aggregation varies based on the stage in the machine lifecycle 
and is illustrated in Figure 5. During the machine lifecycle’s design phase, an AI instance’s main 
functionality is modelling and training. The AI model that is suited for the design objective and satisfies 
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the requirements is identified. Typically, the machine prototype data is used to train the AI model. The AI 
modelling and training could also start with machine simulation (before the machine prototype is available). 
Then, the trained AI model is deployed in the machine prototype for testing and validation. The AI instance 
is optimised for inference performance using the assembled machine data and characteristics during the 
manufacturing phase. The optimised inference AI model is then deployed in the assembled machine for 
testing and validation. Finally, during the services phase of the machine lifecycle, the AI instance is used 
for data analytics and offering other services, e.g. process optimisation. The data monitored by the machine 
in operation is the input for the AI analytics algorithm, and the AI instance offers optimal services. The AI 
platform coordinates the AI instance. If required, the AI platform can be independent (with its own hardware 
and software). 

 

Figure 5. AI viewpoint during a machine lifecycle (from D2.3) 

One of the key challenges for AI, however, is to deploy ML products into production rapidly. It is highly 
challenging to automate and operationalise ML products. “MLOps (Machine Learning Operations) is a 
paradigm, including aspects like best practices, sets of concepts, as well as a development culture when it 
comes to the end-to-end conceptualisation, implementation, monitoring, deployment, and scalability of 
machine learning products. Most of all, it is an engineering practice that leverages three contributing 
disciplines: machine learning, software engineering (especially DevOps), and data engineering. MLOps is 
aimed at productionizing machine learning systems by bridging the gap between development (Dev) and 
operations (Ops). Essentially, MLOps aims to facilitate the creation of machine learning products by 
leveraging these principles: CI/CD automation, workflow orchestration, reproducibility; versioning of data, 
model, and code; collaboration; continuous ML training and evaluation; ML metadata tracking and logging; 
continuous monitoring; and feedback loops” [19]. In the IMOCO4.E project, BB8 solutions will propose 
the best practices for developing and implementing AI-based solutions. 
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3.5 Digital twin viewpoint  
In the IMOCO4.E framework, a digital twin comprises five dimensions (from D2.3) – the physical entity, 
virtual model, data, service, and connection or interaction. An outline for the digital twin for an intelligent 
motion control system is illustrated in Figure 6. The detailed description of the digital twin and the 
corresponding examples are detailed in the IMOCO4.E deliverable D6.1. The physical entity here is the 
physical system. The virtual model is the digital object space. The data are the sensor, control, and reference 
data. Comparitor and decider can provide services during the services phase of the lifecycle. The 
connections or interactions occur through fieldbuses and/or (wireless) network infrastructure.  

 
Figure 6 Digital twin outline for an intelligent motion control system (from D6.1) 

The digital twin viewpoint during a machine’s lifecycle is illustrated in Figure 7 (from D2.3). The 
IMOCO4.E framework concepts related to digital twins are the following: 

• a digital twin prototype is a virtual description of a prototype machine containing all the 
information to create the physical twin prototype. The digital twin prototype can vary from 
component level to system level. 

• a digital twin instance (DTI) refers to a specific instance of a physical machine that remains linked 
to the specific machine throughout its lifecycle. 

• a digital twin aggregation (DTA) combines all the digital twin instances. 
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A digital twin is helpful throughout the machine’s lifecycle. During the design phase, virtual design models 
form the basis of the machine prototype development. Machine prototype specifications are required by the 
virtual models for designing an efficient system through iterative optimisation and virtual verification. A 
digital twin can be used during the design phase - to design and test a new algorithm, explore use cases, 
etc., before deploying it to the actual physical system. The physical system may not yet be available at this 
point. A digital twin also expedites the test time (and hence faster time-to-market) since the physical system 
has limited test capacity. Testing on the physical system can be expensive if hardware fails due to testing. 
The digital twin prototype is used for real-time sensing, control, and process optimisation during 
manufacturing. A digital twin instance during the service phase enables predictive maintenance, fault 
detection and diagnosis, state monitoring, process optimisation and so on. 

 

 
Figure 7. Digital twin viewpoint during a machine lifecycle (from D2.3) 

The digital twin viewpoint with BB interactions is illustrated in Figure 8. The general principle here is that 
the physical entity comprises the machine (the sensors, platforms, actuators and interfaces represented 
through the various BBs and other components, e.g. COTS). The virtual entity of the digital twin is 
represented by the digital twin (DT) platform. The digital twin virtual models are part of the DT platform. 
The services and analytics are performed through the AI framework (BB8). The BB9 handles the data 
collection, storage and cyber-security. The DT platform uses the data from the physical twin, services, and 
models. Finally, the DT platform sends the parameter changes for optimal machine performance to the 
relevant physical components or provides warnings or predictive maintenance schedules to the human 
users, e.g. operators and service engineers. 
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Figure 8. Digital twin viewpoint with BB interactions 

3.6 IMOCO4.E objectives and the reference framework 
The IMOCO4.E objectives are detailed in [4]. The objectives relevant to the reference framework and how 
they are considered in the general design and specification for the IMOCO4.E reference framework are 
summarised below. 

• The digital twin viewpoint in Section 3.5 details how to build the digital twins considering model-based 
and knowledge-based methods (ST1). The digital object in the digital twin instance is the model of the 
physical object, and the AI platform enables knowledge-based solutions integration. 

• The reference framework enables the smart gathering and processing of sensor information (ST2), 
modular unified smart control layer (ST3), and ensures interoperability with the cloud platform (ST4).  

• The data management, AI and DT viewpoints outline the integration of the developed BBs into the 
reference framework (SI 1) and specify the interfaces for interoperability (SI 3). 

• The reference framework refinements for pilots (SO1) and demonstrators (SO2) are explained in 
Section 4. 

• The reference framework and refinements for the industrial cases (pilots, demonstrators and use cases) 
will be part of the public deliverable (SE objectives). 
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4. Refinements of the IMOCO4.E reference framework 
In this section, we will provide refinements of the IMOCO4.E reference framework for (some of) the 
industrial cases (Pilots, Demonstrators and Use-Cases). The refinements also detail how to use the reference 
framework during the various engineering phases (explained in D6.1) and by various personnel (developer, 
operator, service engineer, etc.). 

The detailed description of the Pilots, Demonstrators and Use-cases can be found in the DoA and is not 
repeated in this deliverable. In this deliverable, only the framework refinements, instantiations, and relevant 
aspects are provided. The detailed specifications and further explanations of these refinements and 
instantiations will be part of future deliverables. 

4.1 Pilot 1 Tissector architecture refinement 
Figure 9 outlines the IMOCO4.E reference framework refinement for Pilot 1, Tissector. Layer 1 of Tissector 
abstracts I/O, (quadrature) encoders, physical hardware, motors, and cameras. The I/O, motors (smart 
actuators), and encoders (smart sensors) are interfaced with the embedded real-time motion controller 
(Layer 2) through a fieldbus. The standard EtherCAT interface will be used during the development phase, 
and a customised hardware interface will be used during the operational phase. The cameras (smart sensors) 
are interfaced with the application processor (Layer 3). 

 
Figure 9 Pilot 1 Tissector architecture refinement from Sioux. The envisioned BBs that will be integrated are annotated. 

Layer 2 for the Tissector has the embedded real-time motion controller platform that controls multiple 
(servo/stepper) axes, provides interfaces for smart sensors and smart actuators in Layer 1 and generates 
setpoints based on the input from the application processor (Layer 3). The algorithms in Layer 2 are also 
developed using Simulink software. Layer 2 interfaces with Layer 3 through a motion path or setpoint 
interface (via network). Layer 3 performs the workflow and scheduling, scrape path computation, image 
processing, calibration and provides a local GUI for user interaction. 
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Layer 4 comprises data collection and distribution services, DT model simulator, R&D client, laboratory 
production (config), service and maintenance client, holodeck server, holodeck client, application value-
added services, certification portal and the laboratory infrastructure. The holodeck server and client enable 
integration of VR for the Tissector. The DT model simulator enables the digital twin. The application value-
added services provide the AI services/solutions. 

The detailed specifications of Tissector components will be part of future deliverables. The components 
where the envisioned BB solutions will be integrated are also annotated in Figure 9 for future reference. 

4.1.1 Pilot 1 architecture refinement for simulation using VR and DT 
Figure 10 instantiates the Pilot 1 reference framework (in Figure 9) for defining the simulation infrastructure 
during the development phase. The simulated components are highlighted in the figure. The materials 
(slides, scraper, tubes) can also be simulated using a digital twin and VR. Stubs are also provided for the 
laboratory infrastructure. In addition, the Layer 1 sensors are simulated, and Layer 1 behaves as a system 
simulator. 

 

Figure 10 Pilot 1 Tissector simulation infrastructure based on the refined reference framework. 

4.2 Pilot 2 reference framework refinement for the ADAT machine  
Figure 11 outlines the IMOCO4.E reference framework refinement for the ADAT machine in Pilot 2. The 
ADAT is ITEC’s die-attach platform for semiconductor manufacturing. It is developed to produce high 
volumes of semiconductor components and thus at high speed and high accuracy, to be competitive. Its 
basic purpose is to pick semiconductors from a diced wafer, inspect these for damage, and place them onto 
a substrate. The substrate can be a copper lead frame, a plastic tape, an RFID antenna, and substrates can 
be discrete or endless (reels). The placement involves glueing, taping or soldering the device to the 
substrate. The ADAT machine can achieve outputs of up to 72000 products per hour. The machine is part 
of a production line, and together, many such production lines form a factory. 
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Layer 1 shows the machine hardware, sensors and actuators. The servo drives and vision system span across 
both Layer 1 and Layer 2 for the ADAT machine. A platform/system spans across multiple layers when the 
algorithms typically intended for these multiple layers are deployed on the same platform. An algorithm’s 
functionality and behaviour determines which layer it typically should be. The real-time motion control 
platform (Layer 2 and Layer 3) will also be the bus master for the fieldbus interface. The motion control 
tasks are executed on this platform. In addition, the envisioned architecture for Pilot 2 would have dedicated 
hardware or RTOS on the motion control platform executing some system behaviour tasks, typically done 
on Layer 3.  

The host PC coordinates the machine and executes the process programs. If needed, data from the lower 
layers are also collected and aggregated by the host PC and span Layers 3 and 4. The data from the ADAT 
machine is then sent to the server through an ethernet interface for AI services and DT. An operator has 
direct access to the machine through the Host PC. Software updates and patches developed during the 
lifecycle are deployed to the machine through the server/cloud. The developer develops the controllers in 
the Simulink environment, and custom controllers are deployed on the motion control platform and servo 
drives.  

Layer 4: DT & Analytics

Layer 3: System behaviour

Layer 1: Sensors/Actuators

Layer 2: Control

Machine modules
(e.g. wafer stage)

Command interface / API

Host PC
• User application
• Process program
• HMI/GUI
• Non-realtime

Servo 
drive

Servo 
drive

I/O 
module

PSU
• 24V
• Servo bus Servo drive

Fieldbus

M M&EM M

Motion control platform
• Bus master
• Realtime
• Dedicated HW 

(or RTOS)

Ethernet
(Factory automation)

I/OI/O I/O

Custom controllers/
algorithms

Simulink Code

Vision 
system

Camera

Images /
Processed data

......

Server / Cloud

 

Figure 11 Pilot 2 refinement of the reference architecture for the ADAT machine. 
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4.3 Pilot 3 architecture refinement in the absence of a machine prototype 
Figure 12 outlines the IMOCO4.E reference framework refinement for Pilot 3. This architecture refinement 
is to face the absence of a machine prototype and real-world sensors for Pilot 3. The main objective of this 
pilot is to assess the feasibility of improving automatisation for quality checks and alarm detection 
throughout a whole high-speed packaging process. In this perspective, the AI-based algorithms, in 
combination with the smart control platform, will help to ensure good quality output and prompt reaction 
to possible alarms. Within Pilot 3, IMOCO4.E will be implemented and tested in digital twin environments 
and/or in practice when feasible (e.g., using a hardware-in-the-loop emulator).  

In order to cope with the absence of a machine prototype for Pilot 3, the open data set(s) available online 
will be selected and used: in detail, from one side, a part of these data will be used to generate suitable AI 
algorithms and, from the other, the remaining part of the data set will be streamed in real-time to the real-
time smart-control platform (i.e., using Matlab instances). In detail, this approach will cope with the fact 
that in Pilot 3, sensors are also not available, and therefore, simulated sensors are enabled for verification 
and validation of the IMOCO4.e solution. In this perspective, the real-world sensors will be replaced by 
simulated instances of real-time data generated via Matlab (or equivalent approach) and transmitted to the 
Real-Time Smart-Control Platform of Layer 3. The real-time smart-control platform in Layer 3 has a 
heterogeneous and flexible architecture where the sensor data elaboration and AI algorithms can be 
deployed on an AI (ARM) accelerator, on the Xilinx ZUX platform and/or the Nvidia Xavier platform, 
depending on the resources required by each software solution to be deployed. The actual adoption of which 
platform to use for which purpose is still under investigation. 

The data fusion bus uses the data management framework explained in Section 3.3 for interfacing Layer 3 
with the cloud or fog (Layer 4). AI applications can also be deployed in this environment. When possible, 
the connection among physical boards will use the  TSN protocol. The fog environment for Layer 4 refers 
to the close (geographical) proximity of the quality of service AI solution to Layer 3. 

 

Figure 12 Pilot 3 architecture and example of refinement in the absence of a machine prototype  
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4.4 Pilot 4 architecture refinement with CI/CD infrastructure 
As a healthcare provider, Philips (Pilot 4 owner) focuses on improving treatment for every patient, every 
time. At Philips Image Guided Therapy Devices, the focus is on creating systems that provide unlimited 
imaging flexibility for diverse procedures and exceptional positioning freedom for medical teams. With 
intuitive Axsys side controls, Philips’ machines allow the user to make procedures flow naturally and easily, 
allowing the physician to take action quickly. The goal is to bring meaningful innovations to healthcare 
providers ready for the procedures now and in the future. 
  
The main objectives of Pilot 4 in IMOCO4.E are to (i) accelerate the development & deployment of 
meaningful innovations to the market by use of a (digital twin) model-driven approach; (ii) extend system 
monitoring of the development systems to enable early feedback, fast improvements and test & training 
data for our (digital twin) model-driven approach; and (iii) time optimised and first-time-right service & 
maintenance of systems in the field by extending the system monitoring and use of state-of-the-art data 
model technology.  
 
Figure 13 outlines the Pilot 4 architecture refinement along the CI/CD infrastructure. A clear distinction 
and interface between the development phase and the production phase components are illustrated. The 
motors and encoders are the actuators and sensors (Layer 1). For the development phase, additional (smart) 
obstacle avoidance sensors are envisioned and interface to the application layer (Layer 3) over USB or 
ethernet. The servo drives and the I/O module span across Layers 1 and 2. For CI/CD, the developers use a 
motion control platform that spans Layers 2 and 3 for mechatronics development, integration and tests. The 
mechatronics development uses Simulink software and custom codes for MIMO feedforward and feedback 
control. A personal development laptop with Simulink software and the required tools is used for 
development/integration. The laptop can access the CI/CD infrastructure (Layer 4), and the code for 
deployment to the production machine can be uploaded/generated. Digital Twins, combined with a Virtual 
(Reality) Test environment, are part of the infrastructure (Layer 4) and enable fast and safe development 
based on these models. 
 
The motion control platform for the production machine executes the feedforward and motion algorithms 
in real time. The motion control platform is also the bus master for the EtherCAT fieldbus that interfaces 
with the servo drives. Local feedback control is executed directly on the drives. The operator of the machine 
interacts with the host PC, and the code for deployment is updated using the CI/CD infrastructure. 

During each phase in the machine lifecycle (development, factory and field), the ‘big data’ from the 
machine is fed to the cloud (Layer 4) database. Monitoring data from the machines and training digital twin 
models enable condition monitoring and predictive maintenance services. 
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Figure 13 Pilot 4 architecture refinement with CI/CD infrastructure 
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4.5 Pilot 5 architecture 
Figure 14 outlines the IMOCO4.E reference framework refinement for Pilot 5. Robotic boom manipulators 
are the enabling technology for autonomous underground processes. IMOCO4E technologies are piloted in 
at least a digital twin of a mining / tunneling robotic boom manipulator on a carrier where feasible. Layer 
1 for Pilot 5 comprises motors, analog and digital sensors, safety LIDAR, safety limit switches, and work 
environment scanning. Servo drives and safety I/O modules span Layers 1 and 2. The manipulator control 
and the platform control components span Layers 2 and 3. The manipulator control performs AI-assisted 
tasks, provides a user interface for HMI, uses the point cloud data from work environment scanning for 
motion planning, and executes motion control algorithms. The manipulator control executes on an RTOS. 
A safety system (SIL3/PL e standard) is also present in the manipulator control component. The 
manipulator control component is interfaced with the lower layer components through a fieldbus. The 
platform control component provides a user interface for HMI and executes process control, platform 
control and auxiliary equipment control algorithms. 
Layer 4 of Pilot 5 comprises the process planning software that interfaces with the motion planning 
algorithm executing on the manipulator control component. The actual data is uploaded to the planning 
software, and the process planning data is provided to the manipulator control component. The algorithm 
development and modelling component in Layer 4 use Matlab/Simulink and custom codes. The algorithms 
are deployed to the manipulator control and platform control components. A XIL development environment 
with support for VR and HW control modelling is also present in Layer 4. XIL development environment 
interfaces with the manipulator control with Ethernet bus and the platform control with fieldbus. 
Diagnostics data from the platform control is also stored in a cloud server for machine diagnostics using 
WLAN/WAN. 

 
Figure 14 Pilot 5 architecture refinement  
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4.6 UC1 architecture refinement 
Figure 15 outlines the IMOCO4.E reference framework refinement for use-case 1. The focus is on an 
industrial drive specialised for LIFT application. The drive is a new WEG product named ADL500 and it 
is inserted in Layer 2. The drive has the capability to manage interfaces like encoders (Layer 1) and has the 
aim to control the motor and brake dynamics. The drive is connected through a board that can be plugged 
directly or externally, which makes the control functions and safeties of the LIFT system. In addition, layer 
3 is composed of an industrial router that allows the connection of the drive to the Internet services. The 
internal connection between Layers 2 and 3 is done using MODBUS TCP/IP and CAN-OPEN (the standard 
used in the lift application). Layer 4 is composed of a cloud service aiming to monitor and process the data 
provided by each installation. 

 

 

Figure 15 Use Case 1 architecture refinement 
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4.7 UC2 architecture refinement 
Figure 16 outlines the IMOCO4.E reference framework refinement for use-case 2. The focus is on CNC 
for integrated machine tool and robot control. The motion control platforms in Layer 2 are the FAGOR 
drives which supports interfaces with encoders (Layer 1), control servo axis and also has 3-phase amplifier. 
FAGOR drives interface with the CNC platform (Layer 3) using EtherCAT. The CNC does trajectory 
planning and multi-axes control, PLC, and collision avoidance: machine-robot. A centralised database 
exists in Layer 4. Layer 3 interfaces with this database using OPC-UA/MQTT protocol. Preventive 
maintenance, diagnostics and virtual commissioning tasks use this centralised database.  

 

Figure 16 Use Case 2 architecture refinement 
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4.8 UC3 architecture for remote teleoperation 
The Tactile Robot constitutes the next generation of soft collaborative robots equipped with sensing 
capabilities to process humanlike tactile sensations.  Human safety and labour/skill shortages in the industry 
will be improved dramatically, as potentially dangerous or complex operations involving inspection, repair, 
or even decommissioning will be performed by a remotely controlled Tactile Robot. Use case 3 will 
implement safe remote teleoperation via a tactile robot. Human in the loop will be considered through 
complex HMI coupled with a digital twin representation of the process implemented in virtual reality. The 
application will be enabled with high-performance AI embedded close to the edge, mitigating motion 
control errors introduced as a result of sensor and user input limitations. 
 
Figure 17 and Figure 18 outline the IMOCO4.E reference framework refinement for the remote 
teleoperation application (UC3). The key difference of this refinement from the reference architecture is 
that the machine-of-interest is distributed. The remote teleoperation requires a local (user) end machine and 
the remote robot end machine. The local (user) end has three distinct components for HMI processing, TOF 
processing and HMI & TOF data synchronisation, fusion and error mitigation. The HMI processing 
component has an HMI Tyndall glove sensor for motion tracking. The human user wears the glove. The  
TOF processing component has a TOF camera sensor. The HMI and TOF data are extracted at Layer 1. 
The data is synchronised and fused on the SoC-FPGA-enabled edge device at Layer 2. The 
prediction/classification of both the robot gripper and the robot arm is executed on the edge device. The AI 
edge services (self-health, diagnostics, anomalous behaviour detection, and behavioural prediction 
solutions) are done at Layer 3. Layer 4 supports DT/VR model and updates along with AI analytics. A 
DT/VR UI enables interfacing with the user.  

 
Figure 17 Local (user) end reference architecture for UC3 
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Figure 18 Remote (robot) end reference architecture for UC3 
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4.9 UC4 architecture refinement 
The collaborative robotic platform provides a 7DoF robotic arm that can be employed in applications 
requiring fast and flexible adoption of complex motion trajectories in hybrid environments requiring close 
cooperation of robots and human workers. The goal is to allow a simple definition of motion tasks even by 
an unskilled operator without the necessity of tedious programming via conventional interfaces, i.e. by 
hand-coding or teach-pendant jogging. This is achieved by using special haptic interfaces enabling hand-
guidance motion teaching regimes. The redundant kinematics of the robot extends its dexterity by enlarging 
its operational space. This can be beneficial for operation in confined spaces where a redundancy resolution 
can provide additional degrees of freedom for robot body shaping. Potential application domains include 
nondestructive inspection and testing or material handling. 
 

 
Figure 19 UC4 architecture refinement 

 

Figure 19 provides a decomposition into individual layers of the control architecture. Layer 1 contains 
sensors and actuators embedded in the integrated joints of the robotic arm. Layer 2 deals with decentralised 
control at the servo-drives level. Building block 7 developed by UWB will be integrated here, providing 
high-fidelity torque, velocity and position control. Layer 2 is connected to the sensors/actuators layer by 
corresponding cabling. EtherCAT communication link is established to Layer 3, with an industrial PC (IPC) 
serving as a centralised motion controller responsible for coordinated motion planning and synchronisation. 
Advanced motion control algorithms developed in terms of BB5 will be integrated here. The highest layer, 
number 4, establishes a monitoring, maintenance and drive commissioning system capable of retrieving 
and processing relevant machine data. This is a place for employment of developed BB6 functionalities. 

Layer 2: 
decentralized 
controllers

Layer 1: 
sensors/actuators

Power cablesEncoder cables

Layer 3: 
system behaviour

BrakeI/O Encoders Hardware

I/O

7x AMC2 servo controllers
AMC2 controller
• Low-level drive control (torque/velocity/position loop)
• Controls robot motors and brakes
• Interfaces for I/Os (e.g. inertial or force/torque sensors) 

Layer 4: 
digital twin and
AI analytics

Cloud Server

EtherCAT

COLLABORATIVE ROBOTIC PLATFORM

Machine 
Smart I/O

Machine 
Control

Machine 
Behaviour

Machine 
Smart I/O

Machine 
Control

Machine 
Behaviour

… …Machine 1 Machine n

TCP/IP – REST/MQTT/OPC UA

Data Storage

Monitor, Maintenance  & drive 
commissioning system

Motor

Industrial Router 

TCP/IP 

Industrial
PC (IPC)

BB5

BB7

BB6



IMOCO4.E – 101007311 
D2.4 General specification and design of IMOCO4.E reference framework Public (PU) 

 

 

35 January 31, 2023 

 

4.10 Demonstrator 1 architecture refinement 
Figure 20 illustrates the brownfield reference architecture for Demonstrator 1, with the connected Building 
Blocks. Demonstrator 1 focuses on high-precision cold forming of complex 3D metal parts. Demonstrator 
1 targets to measure the selected process using sensors, translating these data to control the machines in 
real-time. A digital twin (and/or AI analytics) can be added to optimise the process settings or make an 
autonomous process control. If needed, new sensors could be needed (BB3) for this. The IT infrastructure 
supports data flow, analytics and process control. 

 
Figure 20 Demonstrator 1 architecture refinement 
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4.11 Demonstrator 2 architecture refinement 
Figure 21 outlines the IMOCO4.E reference framework refinement for Demonstrator 2. Nowadays, 
equipping tools with artificial intelligence to allow continuous monitoring is a key component in industrial 
production. Demonstrator 2 targets to overmold wireless sensors (temperature, pressure) and RFID tags on 
plastic parts. A controller device could read the data transmitted by the sensors in real time. The 
demonstrator intends to transpose the logic of industry 4.0 into the final product to introduce new 
functionalities in tools for plastic injection and create an innovative product with more add-value and high 
incorporation of R&D. 

 
Figure 21 Demonstrator 2 architecture refinement  
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4.12 Demonstrator 3 architecture refinement 
Demonstrator 3 includes all the elements required for the transformation from a classic automated system 
to a modern autonomous system for internal transport tasks. This means that known standardised brownfield 
solutions from automation must be extended with new (greenfield) capabilities, so-called senses, for the 
necessary perception of the environment. This leads to an extension of the sensor technology, as well as to 
the addition of novel intelligent solution strategies. Figure 22 shows a design sketch for a robust 
autonomous SW architecture spanning Layers 1-3 of the IMOCO4.E framework of Demonstrator 3, which 
is shown in Figure 23. The interaction and mapping of the corresponding modules of the framework are 
explained in the following sections. 

 

 
Figure 22 Demonstrator 3 autonomous robot software architecture 

In Layer 1, in addition to the existing vehicle control sensors, visual sensors for intelligent detection of 
semantics like pallets, vehicles, persons and labels were added in the form of cameras and radar sensors. 
The core task for new functionalities in Layer 1 is in the perception of 

• Objects (persons, vehicles or load) - pose estimation of the load carrier and the collisions 
avoidance 

• Segmentation and grid (Floor) – short-term navigation and collision avoidance 
• Pose (e.g. pallet) – load handling 

These elements include new interactions related to a new link between Layer 1 (optical detection by 
extended sensors) and Layer 2 (image processing and onboard evaluation) with special detector SW 
modules optimised for the requested functionality. 

By using industry-proven training methods (acquisition, simulation and labelling), the functional output of 
the greenfield vision modules of  Layer 2  is validated, and functional interaction with the behaviour-
relevant brownfield modules of Layer 3 can be guaranteed. The basic functions of the modules from Layer 
3 are localisation, mapping and the resulting planning for autonomous load handling. In IMOCO4.E in this 
section, industry-relevant modules such as global and local planning rely on various industry standards such 
as ROS 2. In Demonstrator 3, the behaviour of the vehicle (control) is composed of the pre-processing by 
Layer 2 and the final implementation of the vehicle instructions in Layer 3. 
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Layer 4 is a higher-level layer for Demonstrator 3, which is not included in Figure 22 because it is not a 
direct part of the internal vehicle control. Clear instructions to the subordinate vehicles, based on the 
information flow from the vehicles combined with external conditions, come from this Layer 4. Several 
vehicle systems are combined there to form a fleet, which is also controlled accordingly in this layer. Layer 
4 is, therefore, necessary for an overall functional system. The possibilities of Layer 4 are also used to 
provide relevant data for the training of neural networks and to emulate a possible system behaviour in the 
simulation section of the cloud. A core advantage is the higher computing capacity available there than on 
the individual vehicles. 

 

 
  Figure 23 Demonstrator 3 global reference architecture 
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4.13 Demonstrator 4 architecture refinement 
Figure 24 outlines the IMOCO4.E framework refinement for Demonstrator 4. The aim is to develop a 
computer vision-aided robot that could work in changing environments by applying reinforcement learning 
for faster deployment of the robot for different tasks. Ultimately the robot could replace manual human 
work with the vision-based (AI) pick & place robotic solution to be used on multiple industrial production 
lines to pick and place randomly arranged and differently shaped bottles in placeholders of various shapes 
and sizes. 

 

 

Figure 24 Demonstrator 4 architecture refinement 
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5. Conclusions 
The IMOCO4.E reference framework design and specifications are detailed in this deliverable. The 
reference framework is designed by following a step-by-step approach starting with gathering the 
brownfield reference architectures of the industrial cases (pilots, demonstrators and use cases) in the 
IMOCO4.E consortium. Based on the greenfield architectures of the industrial cases and their envisioned 
building blocks (BBs) integration, the architecture, data management, artificial intelligence (AI), and digital 
twin (DT) viewpoints are specified. The refinements of the reference framework for the pilots, 
demonstrators and use cases validate the applicability of the IMOCO4.E reference framework for various 
industrial domains throughout the engineering phases and under different constraints imposed on the 
industrial cases. 

The proposed IMOCO4.E reference framework and refinements go beyond the current state-of-the-art and 
consider the scientific and technological (ST) development objectives, system integration and 
interoperability (SI) objectives, system operational (SO) objectives, and system exploitation (SE) objectives 
of the IMOCO4.E project. A strategy on how the requirements relevant to the reference framework can be 
verified, traced and fulfilled is also provided. In addition, suggestions to use model versioning for model 
management are proposed. Using model versioning implies that we could use the existing data management 
framework/viewpoint for model management. 

The IMOCO4.E reference framework specified in this deliverable will form the basis for the further 
development of BB solutions and their integration with the pilots, demonstrators and use cases. In addition, 
the architecture, data management, AI and DT viewpoints will be refined and instantiated with the 
corresponding toolchains and methodology in the future deliverables of IMOCO4.E. 
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